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ABSTRACT 
Classification is a challenging task in data mining technique. The main aim of Classification is to build a 

classifier based on some cases with some attributes to describe the objects or one attribute to describe the group 

of the objects. Then group the similar data into number of classifiers and it assigns items in a collection to target 

categories or classes. Finally classifier is used to predict the group attributes of new cases from the domain 

based on the values of other attributes. Various classification algorithms have been developed to group data into 

classifiers. However, those classification algorithms works effectively either on pure numeric data or on pure 

categorical data and most of them performs poorly on mixed categorical and numerical data types. Previous 

classification algorithms do not handled outliers perfectly. To overcome those disadvantages this paper 

represents NCA and CCA algorithms for Numerical and Categorical datasets to improve the performance of 

classification. Results of these proposed algorithms are compared with existing ones based on parameters such 

as accuracy, precision and F-Measures. 

KEYWORDS: Classification, Prediction, Mixed Dataset Classification Algorithm (MDCA), Numerical 

Classifying Algorithm (NCA) and Categorical Classifying Algorithm (CCA). 

INTRODUCTION 
Classification assigns items in a collection to target categories or classes. The goal of classification is to 

accurately predict the target class for each case in the data. For example, a classification model could be used to 

identify loan applicants as low, medium, or high credit risks. A classification task begins with a data set in 

which the class assignments are known. For example, a classification model that predicts credit risk could be 

developed based on observed data for many loan applicants over a period of time. In addition to the historical 

credit rating, the data might track employment history, home ownership or rental, years of residence, number 

and type of investments, and so on. Credit rating would be the target, the other attributes would be the 

predictors, and the data for each customer would constitute a case. Classifications are discrete and do not imply 

order. Continuous floating-point values would indicate a numerical, rather than a categorical target. A predictive 

model with a numerical target uses a regression algorithm, not a classification algorithm. The simplest type of 

classification problem is binary classification. In binary classification, the target attribute has only two possible 

values: for example, high credit rating or low credit rating. Multiclass targets have more than two values: for 

example, low, medium, high, or unknown credit rating. In the model build (training) process, a classification 

algorithm finds relationships between the values of the predictors and the values of the target. Different 

classification algorithms use different techniques for finding relationships. These relationships are summarized 

in a model, which can then be applied to a different data set in which the class assignments are unknown. This 

paper presents a classification algorithm based on similarity weight and filter method paradigm that works well 

for data with mixed numeric and categorical features. It proposed a modified description of classifier center to 

overcome the numeric data only limitation and provide a better characterization of classifiers. 

This paper is organized in five sections. Section I give an introduction about the topic. Architecture and Steps 

for proposed algorithm are discussed in section II. Section III discusses the results of the proposed method and 

Section IV gives Conclusion. 
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METHODOLOGY 
New Attributes Construction and their performance evaluation on the basis of attribute construction Time, and 

numbers of newly constructed attributes are represented in this paper. Research work focuses specifically Mixed 

Dataset Classification using MDCA Algorithm for both numerical and categorical data. Here, separate 

algorithms for both numerical (NCA) and categorical (CCA) are introduced for effective outcomes.  

MDCA ARCHITECTURE: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Mixed Dataset Classification Algorithm (MDCA) Architecture 

 

MIXED DATASET CLASSIFICATION ALGORITHM (MDCA): 

Algorithm for MDCA is presented below with two different set of algorithms designed for numerical and 

categorical datasets NCA and CCA respectively. 

Input: The Mixed Training Dataset and the Mixed Testing Dataset 

Output: Predicted Class for each Mixed Testing Data 

1. Splitting the Mixed Training Dataset into Numerical Dataset (NDS) and Categorical Dataset (CDS). 

Split 

The Mixed Training Dataset 

 

Numerical Dataset Categorical Dataset 

Apply NCA Algorithm Apply CCA Algorithm 

The Mixed Testing Dataset 

 

Split Numerical Dataset Categorical Dataset 

Predict Predict 

Predicted Class for each data Predicted Class for each data 

If either Predicted Class 

or same then combine 

both data and provide 

predicted class, 

otherwise invalid 
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2. Classifying the Categorical Dataset using Categorical Classifying Algorithm (CCA). 

3. Classifying the Numeric Dataset using Numerical Classifying Algorithm (NCA). 

4. Browse the Mixed Testing Dataset. 

5. Splitting this testing Dataset into Numerical and Categorical Dataset. 

6. Predict the numerical results based on NCA Algorithm. 

7. Predict the categorical results based on CCA Algorithm. 

8. If both numerical and categorical predicted results are same, combining the numerical and categorical data 

then provide predicted results. Remains are outliers. 

 

NCA (NUMERICAL CLASSIFYING ALGORITHM): 

It is a part of MDCA algorithm used for numerical datasets. 

Input: The Numerical Dataset with class attributes (0 or 1) 

Output: Classification 

Step 1: First set the Rule Set array list is empty. 

Step 2: for (each class) { 

Step 3:  Extract rule based on Dataset, all attributes sets and their values with class value. 

Step 4: Add this extracted rule to Rule Set array list. 

Step 5: } 

Step 6: This extracted Rule Set is used for predict the Testing dataset class values. 

 

CCA (CATEGORICAL CLASSIFYING ALGORITHM): 

It is a part of MDCA algorithm used for categorical datasets. 

Input: The Categorical Dataset with class attributes (A or B) 

Output: Classification 

Step 1: First classification attribute (for root node) is selected in the categorical dataset. 

Step 2: Followed by compute entropy. 

Step 3: For each attribute in dataset, compute Information Gain using this classification attribute. 

Step 4: Then select highest gain attribute to be the next node in the tree starting from the root node. 

Step 5: Followed by, remove the node attributes, creating reduced dataset. 

Step 6: Repeat steps 3 to 5 until all attributes used or same classification value remains for all rows in reduced 

dataset. 

 
MIXED DATASETS: 

Mixed Attribute types dataset contains both numerical and categorical types of attributes. As mixed attribute 

type datasets are common in real life, clustering and classification techniques for mixed attribute type datasets is 

required in various informatics fields such as bio informatics, medical informatics, geo informatics, information 

retrieval, to name a few. These mixed attribute datasets provide challenges in clustering and classification 

because there exist many attributes in both categorical and numerical forms so mixed attribute type should be 

considered together for more accurate and meaningful classification.  

Table 1: Dataset Characteristics 

S.No Characteristics Chess Servo Teaching Assistant 

1 Data Set Characteristics Multivariate Multivariate Multivariate 

2 Number of Instances 28056 167 151 

3 Area Game Computer N/A 

4 Attribute Characteristics Categorical, Integer Categorical, Integer Categorical, Integer 

5 Number of Attributes 6 4 5 

6 Associated Tasks Classification Regression Classification 

7 Missing Values No No No 

It is a small dataset, so three mixed small data sets are explained in this section and mentioned in above table 

namely Chess (King-Rook vs. King) Data Set, Servo Data Set and Teaching Assistant Evaluation Data Set. 

These three data sets are downloaded from the UCI Machine Learning Repository database for analysis. 

 

MIXED DATASET CLASSIFICATION: 

To Evaluate the Performance of mixed dataset classification, three parameters were considered such as 

1. Predicted Results 
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2. Classification Time 

3. Prediction Time 

PREDICTED RESULTS: 

For prediction, Mixed Testing Dataset is loaded and it contains Query attributes with class values. First split the 

testing dataset into numerical and categorical. Then apply NCA & CCA Algorithm and get the predicted class. 

CLASSIFICATION TIME: 

Before classification, note the current time in Milliseconds (Starting Time). Then execute NCA & CCA 

Algorithms. After classification, note the current time (Ending Time) once again. For classification time, 

subtract both Starting and Ending time. 

Classification Time = Ending Time – Starting Time 

PREDICTION TIME: 

Before prediction, note the current time in Milliseconds (Starting Time). Then execute NCA & CCA 

Algorithms. After prediction, note the current time (Ending Time) once again. For prediction time, subtract both 

Starting and Ending time. 

 Prediction Time = Ending Time – Starting Time 

NEW ATTRIBUTES CONSTRUCTION: 

To Evaluate the Performance of the New Attributes Construction, two parameters were considered, those two 

parameters are, 

1. New Attributes Construction Time 

2. Number of new Attributes Constructed. 

NEW ATTRIBUTES CONSTRUCTION TIME: 

Before new attributes construction, note the current time in Milliseconds (Starting Time). Then construct the 

new attributes. After new attributes construction, note the current time (Ending Time) once again. For new 

attributes construction time, subtract both time. 

New Attributes Construction Time = Ending Time – Starting Time 

NUMBER OF NEW ATTRIBUTES CONSTRUCTED: 

Before new attributes construction, note the no of attributes exists (Available attributes before construction). 

Then construct the new attributes. After new attributes construction, note the no of attributes exists (Available 

attributes after construction) once again. For newly constructed attributes, subtract both results. 

Number of New Attributes Constructed = Available attributes after construction – Available attributes before 

construction 

 

RESULTS AND DISCUSSION 
This chapter documents the results of constructing a new attributes with classification from mixed dataset. This 

chapter is ordered with two main Experiments. First is to apply Constructing a new Attributes for small dataset. 

The experiment constructs a new attributes for both numerical and categorical datasets for improve the 

performance of the classification. In this, two algorithms are elaborated for both kind of datasets i.e., Numerical 

Classifying Algorithm (NCA) and Categorical Classifying Algorithm (CCA) to extract accurate classification 

results. The Second experiment is apply the mixed dataset classification algorithm (MDCA) for predict the class 

value for Mixed Testing Dataset. Prediction contains set of rules for calculating the attributes and those are 

described in upcoming sessions. 

  

DATASETS CLASSIFICATION RESULTS BASED ON NCA ALGORITHM 

Mixed small datasets such as TAE, Servo & Chess datasets characteristics are listed in the below table. Results 

represent the values in the form of confusion matrix, precision, recall, accuracy and F-measure. Matrix values 

includes true positive, true negative, false positive and false negative respectively. 

 

Table 2: Various Dataset Classification Results of NCA Algorithm 

Dataset True +ve True –ve False +ve False -ve Precision Recall Accuracy F-Measure 

TAE Dataset 0.53 0.37 0.8 0.2 0.86 0.96 0.90 0.91 

Servo Dataset 0.10 0.86 0 0.4 1.0 0.71 0.96 0.83 
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Chess Data Set 0.53 0.37 0.9 0.1 0.85 0.98 0.90 0.91 

 

Above table states the results obtained by using CCA algorithm. Three sample datasets are taken from the 

repository for classification analysis. Major parameters are taken for classification analysis with respect to kinds 

of datasets taken. 

 
Chart 1: Various Dataset Classification Results of NCA Algorithm 

Chart 1 show the NCA algorithm classification results as Teaching Assistant Evaluation dataset and Chess 

Dataset has high true positive and high F-Measure values. Chess (King-Rook Vs. King) Data Set has high false 

positive and high recall value and Servo Dataset has high true negative, high false negative, high precision value 

and high accuracy. 

 

DATASETS CLASSIFICATION BASED ON CCA ALGORITHM: 

Mixed small datasets such as TAE, Servo & Chess datasets characteristics are listed in the below table. Results 

represent the values in the form of confusion matrix, precision, recall, accuracy and F-measure. Matrix values 

includes true positive, true negative, false positive and false negative respectively. 

 

Table 3: Various Dataset Classification Results of CCA Algorithm 

Dataset True +ve True –ve False +ve False -ve Precision Recall Accuracy F-Measure 

TAE Dataset 0.53 0.38 0.7 0.2 0.88 0.96 0.91 0.92 

Servo Dataset 0.11 0.85 0.1 0.3 0.91 0.78 0.96 0.84 

Chess Data Set 0.51 0.41 0.5 0.3 0.91 0.94 0.92 0.92 

Above table states the results obtained by using CCA algorithm. Three sample datasets are taken from 

the repository for classification analysis. Major parameters are taken for classification analysis with respect to 

kinds of datasets taken. 
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Chart 2: Various Dataset Classification Results of CCA Algorithm 

 

CCA Algorithm Classification results shows that Teaching Assistant Evaluation dataset has high true positive, 

high false positive and high recall value. Servo Dataset has high true negative and high precision & high 

accuracy value. Chess (King-Rook vs. King) Data Set has high F-Measure value. Servo & Chess (King-Rook 

vs. King) Data Set has high false negative value. 

 
ACCURACY USING TEACHING ASSISTANT EVALUATION DATASET 

Lists Accuracy using Teaching Assistant Evaluation dataset are tabulated below and its ratios are displayed in 

chart 3. 

 
S.No Algorithm Accuracy 

1 J48 41.0596% 

2 Decision Table 35.0093% 

3 Logistic 41.0596% 

4 Multilayer Perceptron 38.4106% 

5 Naive Bayes 41.0596% 

6 Random Forest 41.0596% 

7 VFI 41.0596% 

8 ZeroR 34.4371% 

9 Genetic Programming 37.7483% 

10 NCA Algorithm 42.0596% 

11 CCA Algorithm 43.0093% 

Table 4: Accuracy Comparison with Existing 

Algorithms 

 

Chart 3: Accuracy comparisons with existing 

algorithms 

Above table lists the accuracies obtained in Teaching Assistant Evaluation dataset.  Comparison of existing 

algorithms with NCA and CCA using TAE dataset shows that proposed algorithms gives more accuracy than 

existing algorithms. Results state MDCA algorithms produce more accuracy than previous algorithms. Chart 3 

displays the results in percentage which are represented in the table 4. It shows few algorithms produce nearly 

41 percentages, but proposed algorithms (NCA & CCA) gives 41 and above results in better accuracy 

classification. Totally the experimental findings shows that the proposed method has better classification 

accuracy compare to existing methods. 
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CONCLUSION 
Classifying from small mixed dataset is fundamentally difficult, because it having only few attributes in it and 

also contains both numerical and categorical attributes. This insufficient data will not lead to a robust 

classification performance. The existing classification algorithms works on different datasets i.e., either on pure 

Numeric datasets or pure Categorical datasets. But these algorithms are not considered mixed dataset 

classification. So this work is proposed to construct a new attributes for both numerical and categorical 

attributes to improve the performance of the classification. To overcome the disadvantages of existing 

algorithms Mixed Dataset Classification Algorithm (MDCA) is introduced. It split the Mixed Dataset into 

Numerical and Categorical dataset and then it applies Numerical Classifying Algorithm (NCA) for Numerical 

dataset and Categorical Classifying Algorithm (CCA) for Categorical dataset. Our Outcome results shows 

combination of NCA Algorithm with CCA Algorithm produce a better classification algorithm towards 

precision, recall, and accuracy. Experimental Results point out Compared to other algorithms Numerical Dataset 

and Categorical Dataset takes minimum time for new attributes construction.  
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